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Recap

Asymptotic Theorems

We have a sequence of i.i.d. observations z1,z,, - - - , z,, which are vectors of k X 1, and the
expectation of z; is [E[z;] = u. Thus, we have

1 v 1 v
- ;Zf 5 i and \/ﬁ; ;(Zi — 1) 5 N (0, E[(z - p)(zi — )'])

Least Squares

Given the criterion / objective function Q,(f) and parameters of interest 5 (k X 1 vector),
for any 5, we have the convergence result

Qu(B) 5 Qu(p) or plimQ,() = Qu(p)

n—0o

As usual, given the data

Vi, Y2, -+ ,Yn» dependent variables

1x1
X1, Xz, ,X, independent variables,
kx1
we define
Y1 X
Y = ]/.2 and X = .2 ,
Yn Xy

where Y and X are n X 1 and n X k matrices, respectively.
For example, in a linear least squares case, we have

n

QB =2 Y (vi-xp) L Qu® =E[yi -]

i=1

n -1 n
ﬁ = arg;’nin Qn(B) = (% Z xixzf) (% Z xi]/i]

i=1 i=1

5 Beo = arg;nin Qw(p) = (IE[xix;])_l(IE[xiyi]).

which leads to
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Here we define e; = y; — x;f, which leads to [E[x;e;] = 0. Next, after substituting y; = x/B. +é;

into 3, we obtain
n -1 n
5 1 AR
P =P = (H E xl-xi) (Z E x,-e[).

i=1

Some books call this sampling errors after multiply V.

Statistical properties

Theorem.
E[f - B | X| =0 if E[e;|X]=0
We call this unbiasedess. m|

Remark. Note that
]E[ei | Xi] =0 = IE[eixi] =0
(Stronger) <« (Weaker).

Moreover, we have

E[(B - Bo)( ~ o) 1 X] = GZ(Z xixlf) =P(X'X)7" if E[e?]X]=

i=1

Another property is consistency. Clearly, p — e = 0.
Additionally, we derive the asymptotic covariance matrix as below.

Vilp-p.)(B-ps) = (12]‘22]( Z]

_ [% Y xixl'-J_l X Z xixjel + Z Z Axl‘xfefef](% > xix"')_l
5 () [me ](E[Xf i

= (IE[x X, ]) if ]E[ xixjer = ]E[x,-xf]az].

Therefore, we have the distribution

Vi@ - ) 5 A (0, (B[ xi]) Bzt (B[ ixt]) ).

e There is no assumption about whatis the true model. We just show that the minimize of
the finite sample criterion function Q,(f) converges to the minimizer of the asymptotic

criterion function Q«(p) (as /§ LR Beo)-
e There is no endogeneity problem if we define consistency in this way.

e However, this is one of the key differences between statistics and econometrics. In
econometrics, we start with a true model of a structural model. For example, given
yi = x/B + e; but E[x;e;] # 0, we need to find instruments to solve the problem, so that
the estimation is consistent in the sense of converging to the true parameters.
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¢ Note that we may have a system of equations (or called structural form model)
Y =AY +BX+E,

where Y, X, and E are m X 1, A and B are m X m. Here we denote 0 by the parameters
of interest, and the matrix entries are functions of 6. To elaborate, we can denote A by
A(0) and B by B(p). Therefore, the reduced form becomes

Y = (I, — A(0)) 'B(O)X + (I, — A(6))"'E.

Nonlinear case

Given f(X; ) as a nonlinear function, we have

QB = Y- P D Qu(p) = Elyi - i pF
i=1
The FOC yeilds a k X 1 matrix

2Q, 9Qco
Q (ﬁ) - _Z( z_ (xzrﬁ)) P Qaﬁ(ﬁ) - _ZE[ fl] f

(note that the FOC goes to 0 when f = ..) and the second derivative (k X k) is

PO.B) _ 23 9 0f Pf o PQp_ [9f2F
269 Zaﬁaﬁ Z(l Nagow ~ pop ‘ml%aﬁ' -

Hence, the minimizer ﬁ of Q,(p) is defined by

20 -2y of
P _7i:1(yi f)8ﬁ

We here use computers to find the minimizer such as the Newton method.

P f;
Ipop’

Ely: - fi

0.

A natural question we need to care is when we will have f§ LN B to allow the asymptotic
derivation. (Reference: Ch7, Hayashi)

o If Q,(B) 5 Qw(p) uniformly, the set of candidate parameters 0 is compact. Therefore,
5P
P = P

o If Q.(B) LR Qw(B), and Q,(p) is a convex and continuous function, then [§ 5 Boo-

Asymptotic Distribution

We apply the mean value theorem to derive the asymptotic distribution.
IQ(B) _9Q.(Bs) | P
I 9 IpIp’

where B,, € [B,B]. Since f LN B, therefore, it gives f,, LN Bs. Moreover, re-writting and
re-scaling the NLS problem as an asymptotic form gives

A PQuBn)\ [ ~9Qu(Bs)
v%(ﬁ_ﬁ“’):( 26 ) (_W 2% )
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Now, we assume that

8Qn(ﬁ00) d . aQn ﬁw)aQn(,Boo
V=g N (0’phm( B P ))

if such the assumption is correct, then the distribution of \/ﬁ(ﬁ - ,Boo) asymptotes to

\ p QB 9Qu(Be) 9Qu(B) . PQulBe)\
Vilp = p) *N(O’ (lili?i‘ 2pop ) (ﬁli’i?” % op )(Eli’ii‘ 2pop ) |

n—oo

Nonlinear case
For the nonlinear case, we have

IQu(Bx) _ -2y e'aﬁ(ﬁm)
B n Yo

i=1

where e; = y; — f(xi; B).
Cancellmg -2 for convenience and assuming the assumption is satisfied, we obtain

ViLy ), N(O Elaﬁww)&ﬁ(ﬁaefl)

n = Ip Ip ap
Moreover, PO(B) B £ (B
R A i
and
V(B - ) 5 N (0, Cov),
where

Con - (]Elﬁfi(ﬁoo)3ﬂ(ﬁw)l)_l(E[aﬁ(ﬁm)8ﬁ(ﬁm)]e?)(]Elaﬁ(le)aﬁ(lgm)])—l

B I B I op I
_ o] 2B) B
- op I

if we assume that ]E[afz(ﬁoo) 9fi(Bes) ] _

Honho: Trust me, all 2 and -2 Wlll be canceled since there are inverse in the distribution,
just algebra operation.

Prediction Errors and Model Selection

Assume the true model is y; = f(x;; o) + e;, where we denote fy by true parameters for
convenience. Applying 2nd-order Taylor approximations, we have

Qn (ﬁO Qn (,BO)
op I’

Be careful that Q,(-)is 1 x 1, Q"(ﬁO) is 1 Xk, and (ﬁ ,80) is k X k.

Qu(B) = Qu(Bo) + (ﬁ ﬁo) + higher order terms.

(B—po)+ (ﬁ—ﬁo)
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Moreover, the out-sample case is in the similar form:

out 2(Qout
8Qgﬁfﬁo) (5 - o) + %(ﬁ _ 50)%(& — Bo) + higher order terms.

By FOC ( why??????), therefore,

_ aQn(ﬁ) _ 3Qn(ﬂo) 8ZQn(,BO)

Q' (B) = Q" (Bo) +

0= =" " opop (B~po)+--
\ 2Qu(Bo)\ " ( 9Qu(Bo)
= (ﬁ"ﬁ°)::( 9 ) (_' 2% 0)'

Substituting (ﬁ - [)’0) into the original 2nd-order Taylor approximation, we have

5 9Q,(Bo)\ 2Qu(Bo) ' 2Q,
pr@w_%QW)Q%)Q%)

2\" o ) opop’ op
. oOout ’82 out _1& out
Q' () = Q" (Bo) - ( Q’;ﬁ(ﬁO)) aQﬁngﬁ({gO) Q’;ﬁ(ﬁO) + %(PQo)'(PPQo)_l(PPQo)(PPQ)_l(PQ)-

Notice a trick that taking expectation w.r.t. X to all terms above is available, therefore, it
alters
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